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Abstract
Nowadays, the trend of urbanization is
becoming increasingly significant in the
metropolis. Traffic congestion is one of the
negative consequences caused by this
phenomenon, which leads to environmental
pollution and a massive amount of potential loss
of GDP. The purpose of this research is to
propose methods to address this problem using
machine learning algorithms such as Decision
Tree (DT), multiple layer perceptron (MLP),
Support Vector Machine (SVM), and Recurrent
Neural Network (RNN) to predict the traffic
flow.
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Introduction
With a surging proportion of the population
pouring into large cities every year, our world is
becoming increasingly urbanized. In 2020, a
study found out that there over 50 per cent of
the world's population is concentrated in urban
areas (The World Bank: Urban Population (n.d.))
and this number will hit 70 per cent in the year
2050. With this much population, the sale of
cars from 2010 to 2021 reaches 66.7 million
worldwide (Number of cars sold worldwide
between 2010 and 2021 (n.d.)), it is estimated

that in developed countries such as Britain,
Germany, and the United States, average money
of 975 US dollars is lost per person because of
the time they lost during traffic congestion in
2017(The hidden cost of congestion (n.d.)). 1
per cent of the total GPA is lost in the European
Union as a result of traffic congestion (Schrank,
Lomax, and Eisele (2012)). Not to mention the
CO2 emitted by vehicles during traffic
congestion that contributes to global warming.
As a result, traffic congestion has become a
significant problem placing in front us.

However, as the roads are becoming more
crowded, technology is also rapidly evolving.
With the entering of the era of information
explosion, today, the information processed by
large corporations is about 1000 times more
than 10 years ago, hitting 60 terabytes of
information every year (Finding Value in the
Information Explosion (n.d.)). Thus, it is much
easier for researchers to obtain information
from various sources. For example, navigation
applications such as Google Maps and Baidu
Maps provide information on road conditions;
V2X technology enables vehicles to
communicate with everything around it such as
street surveillance cameras and surrounding
infrastructures.

Because of these, the concept of “smart city”

Citation: Zixin Guo. (2022) Traffic Prediction Using Machine Learning Algorithms. The Journal of
Young Researchers 4(17): e20220616

Copyright: © 2021 Zixin Guo. This is an open-access article distributed under the terms of the Creative
Commons Attribution License (https://creativecommons.org/licenses/by/4.0/) which permits unrestricted
use, distribution, and reproduction in any medium, provided the original author and source are credited.

Received on May 7, 2022; Accepted on May 10, 2022; Published on June 16, 2022

http://www.joyr.org/
https://creativecommons.org/licenses


The Journal of Young Researchers

The Journal of YoungResearchers, www.joyr.org 2 June 16, 2022, e20220616

has grown into a commonplace referring to
analysing and evaluating information and data
to create systems and structures to function in
our city in a more efficient way (Nagy and
Simon (2018a))(Qin, Li, and Zhao (2010)). In
addition, in recent years, machine learning is a
heatedly discussed technology and is considered
to be a field which has great potential.
Numerous algorithms began appearing and
proved to be both accurate and effective in
several areas of study including information
engineering and analysis.

To achieve smart traffic and smart
transportation, traffic prediction is an essential
part because if we could obtain a prediction of
the road condition for the next period based on
our current situation, we can change the traffic
signal strategies to handle it in advance. In this
essay, I will first summarize other researchers’
studies on traffic signal control methods and
traffic prediction methods and then carry out
my experiment on traffic prediction using
real-world data.

Smart City and Smart Mobility
In recent decades, people were becoming
increasingly aware of the fact that the major
cities in the world have grown much more
crowded than at any time in human history.
This exerts an impact on the economy,
environment, and the daily lives of people. As
the result, urbanization is gradually gaining
more attention from researchers, trying to deal
with social and economic issues( Katz and
Bradley, 2013).

Because of this, the concept of a "smart city" is
proposed, which aims at making use of the
information and data to conduct a management
of the city (Townsend, 2013). Among the
various problem considered in the area of the
smart city such as carbon footprint and waste of
energy, traffic congestion is one of the most
significant challenges encountered by
metropolitan regions( Benevolo, Dameri, and
D'auria, 2016). In the past few years, there is an
increasing urge for smart mobility(M. Chen,
Mao, and Liu (2014)) which has led many

operators to engage in traffic network
management.

SCOOT
In 1973, the Transport Research Laboratory in
the United Kingdom proposed a traffic signal
control method called Split Cycle Offset
Optimizing Technique (SCOOT) which is an
adaptive traffic control system, which has been
commonly used in many real-life situations.
The principle of SCOOT is that at each
intersection, the data of the individual vehicle
passing through the detectors are recorded by
the system and converted so that it can be used
to establish "Cyclic flow profiles". Three
parameters (split, offset, and cycle time) are
used to optimize the current traffic signal
control (Sharma and Gidde, 2014).

Machine Learning
In recent years, inspired by machine learning
algorithms, modern developed algorithms
flourished and brought new opportunities and
prospects in the field of smart mobility.
According to Jordan and Mitchell (2015),
machine learning is the basis of artificial
intelligence and big data, a combination of
statistics and computer science. According to
Singh, Thakur, and Sharma (2016), supervised
machine learning is the construction of a set of
algorithms that can generate models and
recognize patterns to accurately predict future
events by analysing data and information.
Decision trees (DT), K-nearest neighbours
(KNN), Support Vector Machine (SVM), and
Neural Networks (NN) can all be used in
supervised machine learning. Our project
focuses on the use of different machine learning
algorithms to predict traffic flow.

Traditional Machine Learning Algorithms

Multilayer Feedforward Perceptron (MLP)
MLP is a feed-forward neural network model
and one of the mathematically simpler models.
A limited number of layers with neurons
constructed the MLP model. And three basic
parts are the input layer which receives input
data, the hidden layer where the inputs are
analysed and processed, and finally the output
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layer( Pinkus (1999)). The mathematical
formula of MLP output is:

y = φ
�=1

�
��� �� + � = � ��� + �

where X is the vector of inputs, w is the vector
of weights, b is the bias and φ is the activation
function. Nikravesh, Ajila, Lung, and Ding
(2016) proposed a mobile network traffic
prediction using MLP as well as Multi-Layer
Perceptron with Weight Decay (MLPWD). By
using a new risk minimization approach, they
showed that MLPWD provided better accuracy
in uni-dimensional data in traffic prediction.

Support Vector Machine
Support Vector Machine (SVM) is a classic
supervised machine learning algorithm
introduced by Vapnik in the 1990s by Cortes
and Vapnik (1995) and is widely applied to
classification and regression in pattern
recognition, data mining in recent years.
Cervantes, Garcia-Lamont, Rodríguez-Mazahua,
and Lopez (2020). The goal of SVM is to
establish a hyperplane and this can be achieved
by maximizing the distance from the hyperplane
to the nearest points in the data(Pradhan (2012)).
This is the general equation of a hyperplane

�� + �� = �
In the research of Naik and Desai (2017) and
Liang, Zhu, and Huang (2017), it was found
that SVM has better performance than the other
traditional machine learning algorithms. Feng,
Ling, Zheng, Chen, and Xu (2018) proposed an
innovative short-term traffic flow prediction
model to predict both spatial and temporal
features using an adaptive multi-kernel support
vector machine (AMSVM). They proved that
their model outperformed the other existing
models and produced a better prediction
because their model can make better use of the
dynamic patterns of traffic flow.

K-Nearest Neighbours (KNN)
K-Nearest Neighbour (KNN) was first proposed
by Cover and Hart (1967) and k represents the
number of closest neighbours that are compared
to define a new sample. The Nearest Neighbour
algorithm can be classified into 2 types:

structure-less and structure-based. In structure
less KNN, there are training set and sample set,
both training and sample's distance are
calculated and then the k nearest neighbours are
deduced. The second type is structure-based
KNN, and it is based on structures of data
(Bhatia et al. (2010)). In terms of traffic
prediction, Zhang, Liu, Yang, Wei, and Dong
(2013) proposed a K nearest model to predict
the short-term traffic flow. The model is based
on three parts: the database, the design of
algorithms and mechanisms, and the prediction
model. In their research, they can show that the
accuracy is more than 90% Under a more
complicated scenario, Cai et al. (2016) proposed
an improved KNN model in ototer represent the
spatial and temporal correlation in traffic
prediction. The model is achieved by first
demonstrating the spatial features such as
distance and road links and then using a matrix
to represent traffic states and finally was of this
model are set by the Gaussian function. The
result proved that their methods are superior to
the others.

Decision Tree
The decision tree algorithm is a non-parametric
model, which means that the information cannot
be represented using a finite number of
parameters. Nagy and Simon (2018b) As a
result, even if there are some outliers, the result
will not be affected much (Singh et al. (2016)).
Different splitting standards can be used, for
example, Gini Coefficient, Gain Ratio and Info
Gain (Rokach and Maimon (2005)). The
advantage of the decision tree is the variety of
data it can handle, accurate results using limited
computing power and good resistance to noise.
However, there are also disadvantages such as
the decrease of accuracy when classes increase
(Xhemali, J HINDE, and G STONE (2009)).
Models such as Random Forest (RF), Ada
Boost, Gradient Boosting are all derived from
traditional Decision Tree (DT). There are
several basic components in the decision tree,
which are nodes, branches, splitting stopping
and pruning(Song and Ying (2015)). For nodes,
there are root nodes, internal nodes and leaf
nodes which indicates possible choices or final
outcomes of decision or events. Branches are
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the probability of the results or occurrences that
derive from nodes. Splitting is the process of
dividing parent nodes into child nodes.
Stopping is a rule that managed to prevent a
decision from growing overly complex. Finally
is pruning, pruning is an alternative solution to
stopping by removing nodes to reduce their
complexity. Compared with traditional
methods, M.-Y. Chen (2011) proposed a
prediction of corporate financial distress by
using the decision tree (DT) classification. Data
about the performance of 50 similar companies
during a financial crisis is collected and is later
used in the analysis. The DT approach achieves
a better outcome than the logistic regression
(LR) algorithms. Based on the basic decision
tree models, Shaikhina et al. (2019) proposed a
prediction for high-risk kidney transplantation
using Decision Tree (DT) and Random Forest
(RF) classification models. The experiment use
80 data samples and reached an accuracy of
85%. DT and RF models enable the researchers
to identify risk factors related 7 to acute
rejection and further make discoveries about the
pattern of their data which was never found by
any other statistical models.

Recurrent Neural Network
In recent years, deep learning remains a
heatedly In recent years, deep learning remains
a popular technology and has been applied to
different fields (Krizhevsky, Sutskever, and
Hinton (2012))( Yin, Wang, Wang, Chen, and
Zhou (2017)). A recurrent Neural Network
(RNN) is a type of neural network that belong
to the field of deep learning that can capture the
pattern of sequences. In 1997, Long-Short Term
Memory (LSTM) was first proposed by
Hochreiter and Schmidhuber (1997) and the
combination of RNN and LSTM largely
improved the performance of RNN to memorize
long-term sequences (Graves (2012)). There has
been a lot of research and experiments carried
out by RNN or related LSTM models. R. Yu, Li,
Shahabi, Demiryurek, and Liu (2017) proposed
an RNN model combined with LSTM and
successfully recognize unique patterns in
peak-hour traffic and gained a 30% to 50%
improvement in their data. In addition, they also
conducted accident forecasting with the Mixture

Deep LSTM model. Compared with traditional
ML methods, Azzouni and Pujolle (2017)
proposed an LSTM RNN model and used it in
the Network Traffic Matrix (TM) which is the
study of approximating future traffic networks
by analysing the previous data. The result
proved that their model is far superior to other
feed-forward neural networks and traditional
machine learning algorithms. Based on that,
Zhao, Chen, Wu, Chen, and Liu (2017)
proposed a novel model based on LSTM. This
model, using a two-dimensional network
consisting of a various number of memory units,
take into consideration of both spatial and
temporal relations in traffic prediction and that
is what distinguishes it from other models.
Vinayakumar, Soman, and Poornachandran
(2017) compared the performance of several
RNN models by combining them with LSTM,
GRU and identity recurrent unit (IRNN) which
can identify temporal features in a large
sequence of data. All experiments are done
under the same 8 conditions and standards with
200 epochs and a learning rate ranging from
0.01 to 0.5. The result showed that LSTM had
the best accuracy.

Further Studies
RNN is an advanced model that can capture
temporal correlations since it can handle
sequenced data well. However, the spatial
feature is also essential for traffic prediction
because the location and structure of road
networks have effects on traffic flow patterns.
(Nagy and Simon (2018b)) This can achieve by
using a Convolutional Neural Network (CNN)
which applies convolution layers to extract
spatial information of road networks. Recent
studies combine RNN and CNN to gain
satisfactory results. More complicated models
are therefore developed to cope with these
problems. B. Yu, Yin, and Zhu (2017) proposed
a deep learning model called Spatio-Temporal
Graph Convolutional Networks (STGCN). The
research constructs the model with a complete
convolutional structure so that it can be trained
faster. This model has greater potential in
analysing the spatial and temporal correlations,
larger scalability and flexibility as well as a
promising result. In terms of traffic prediction,
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Yao, Tang, Wei, Zheng, and Li (2019) analyse
some of the weaknesses of their predecessors
such as the lack of consideration of the change
of dependencies between locations over time
and the possibility of shifts in the peak hours.
Therefore, they proposed a new model,
Spatial-Temporal Dynamic Network (STDN) to
try to fix and modify those deficiencies. This
model combined both CNN and LSTM when
dealing with both special and temporal features
of traffic flow because CNN can effectively
summarize road network structure while LSTM
can handle sequential data. Noticeably, a
Periodically Shifted Attention Mechanism
(PSAM) was created for addressing the
vulnerability that traffic conditions may not
exactly follow daily or weekly patterns. Also
using attention and graph neural network,
Zheng, Fan, Wang, and Qi (2020a) proposed a
Graph Multi-Attention Network for Traffic
Prediction. It is designed and trained to conduct
long-term traffic prediction in different road
networks. It has a 9 encoder and decoder
structure with the encoder system taking the
input data and then analysing their features,
while the decoder system act as an output,
predicting the result of future traffic flow using
its inputs. Noticeably, there is a "transform
attention" layer that lies between the encoder
and decoder, which is responsible for the
process of converting past traffic features to
their corresponding predictions. Their results
proved that GMAN outperformed the others.

Method: Data Set
This is the format of my data set:

road_id
day_id
time_id
average speed

There are three independent variables (road_id,
day_id and time_id). There are a total of 217
roads in the whole data set. Sine using all 217
roads will increase the training time of my
model to a huge extent, I only picked the first
several roads in my experiment. The data of
every road is recorded over a period of 2
months (61 days) and day_id is used to
represent the index of each day. The time

interval used in this data set is 10 minutes
which means every day, the data is recorded
every 10 minutes. This means there are 144
records on each day. The dependent variable
here is the average speed which is the main
object of my experiment. This indicates the
average speed of all vehicles passing through
this area in this 10 minutes interval.

Algorithms

Decision Tree
There are three main formulae in the Decision
Tree (DT) algorithms. The first one is
Information Gain:

�� �, � = � � − � �|�

The second formula is Information Gain Ratio:
�� �, �

=
− �=1

� � � ���� � − ( − �=1
� � �|� ���� �|� )��

− �=1
� � ��

� �
∗ ���2

� ��

� ��

And the final formula is the calculation of the
Gini Factor:

���� ����� = 1 − � � = � 2
�

It is calculated by subtracting the sum of the
squared probabilities of each class from one. It
favours larger partitions and is easy to
implement whereas information gain favours
smaller partitions with distinct values (Entropy,
Information Gain, and Gini Index; the crux of a
Decision Tree (n.d.)). I used different types of
DTs, including Bagging Decision Tree (GDT),
Random Forest (RF), Adaptive Boosting (AB),
and Gradient Boosting Decision Tree (GBDT).
These are all ensemble models and the mian
difference between Bagging and Boosting is
that the former train a bunch of individual
models in a parallel way while the latter train
the model in a sequential way(Basic Ensemble
Learning (Random Forest, AdaBoost, Gradient
Boosting)- Step by Step Explained (n.d.)). In
RF, we first train a massive amount of
individual decision trees and the prediction of
those decision trees is recorded, then these
predictions are used to get a final decision. 11
AB learns from the previous error to obtain
higher accuracy. When the first decision tree is
trained, the weighted error rate is calculated
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according to how many wrong predictions there
are and this is used to train a new decision tree
until you reach the final one. In GBDT, we first
train a single decision tree and then
immediately apply it to our data. The residual of
this decision tree is calculated and recorded as
"Y". Repeat this step until we get the number of
decision trees we want.

Support Vector Machine
The main goal for the Support Vector Machine
is to find a hyperplane of all the points in an
n-dimensional space. A hyperplane can decide
which can decide the boundaries of each class.
The points that fall on either side of the plane
will be classified into different categories. The
hyperplane is not strictly three-dimensional,
instead, it depends on the dimensions of input
features. If several features are only a line, then
the hyperlane is just a line. However, when
dimensions become higher, maybe it is hard for
us to imagine.

Figure 1. Hyperplanes in 2D and 3D feature space
Adapted from Support Vector Machine —Introduction

to Machine Learning Algorithms (n.d.)

In order to obtain the hyperplane, the SVM tries
to find a way to maximize the margin (distance
from the points to the hyperplane).

Figure 2. Support Vectors. Adapted from Support
Vector Machine — Introduction to Machine Learning

Algorithms (n.d.)

The loss function that helps maximize the
margin is hinge loss.

� �, �, � � =
0, �� � ∗ �(�) ≥ 1
1 − � ∗ �(�), ����

� �, �, � � = 1 − � ∗ � � +

The cost is 0 if predicted value is the same as
the actual value. If they are not, loss function
can be calculated. Then, a regulation parameter
is added to the cost function to balance the
margin maximization and loss. After adding the
regulation parameter, the cost function looks as
below.

Multilayer Perceptron (MLP)
Multiple Layer Perceptron is a feed-forward
neural network containing an input layer, a
hidden layer and an output layer. There is only
one input layer and one output layer, but there
can be a multiple number of hidden layers. In
the hidden layers, sigmoid functions are
normally used because sigmoid functions
provide a smooth, continuous value instead of
fixed
boundaries.

Figure 3. A three-layer MLP with three input features,
four hidden neurons and one output. Adapted from

Multilayer Perceptron (n.d.)

This picture shows an MLP with only one
hidden layer. On the input layer, the input
features are passed through an input function u
which calculates the weight of the input feature.

� � =
�=1

�
�����
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And then this result is passed to the activation
function:

= � �(�) = 1, �� �(�) > 0
0, ��ℎ������

Recurrent Neural Network (RNN)
RNN is a feedforward neural network that can
memorize previous data and information. RNN
uses its internal state (memory) to process
sequences of inputs. The main difference
between RNN and other Neural Networks (NN)
is that RNN can memorize the key features of
the previous information and thus is effective
when handling sequential data. An RNN can be
though as many copies of the same network and
repeat itself in a loop. RNN is widely used in
speech recognition or translation.

Figure 4. An unrolled recurrent neural network.
Adapted from Understanding LSTM Networks (n.d.)

Long Short Term Memory (LSTM) is a type of
RNN that is able to have long-term memory. In
standard RNN, the repeating unit only has a tan
function. However, in the LTSM network, it is
much more complicated. And this is a structure
of the repeating unit of LSTM.

Figure 5. The repeating module in an LSTM contains
four interacting layers. Adapted from
Understanding LSTM Networks (n.d.)

There are mainly three gates in an LSTM
network. 1. Input values first go through the
input gate. The gate uses a sigmoid function to
decide which memory should pass through and
modify memory. Tanh function gives weight to
every memory that passes through the sigmoid
function.

�� = �(�� ∗ ℎ�−1, �� + ��)

��� = tanh (�� ∗ ℎ�−1, �� + ��

2. The second gate is the forget gate where
some unimportant details are forgotten.
It is decided by sigmoid function

�� = �(�� ∗ ℎ�−1, �� + ��)

3. Finally, there is the output gate. Output is
decided using input values and the previous
memory. Sigmoid function decided which value
to pass through and tanh function give weights.

�� = � �� ℎ�−1, �� + ��

ℎ� = �� ∗ ���ℎ ��

Procedure
The input data is firstly trained using Decision
Tree-based algorithms, SVM and MLP and
RNN algorithms. Let Vi be the average speed of
cars in a specific time interval i, which i = 10
minutes. Therefore, we have 144 samples every
day. The predicted algorithms we denoted as s.
The prediction results are then classified into s1,
s2 and s3. s1 ∈ [0,20], s2 ∈ (20,40], s3 ∈
(40,60].

Results

Regression
The graph below demonstrates the change in
speed according to the change in time.

Figure 6. Average speed of my data set for 6 roads,
each in a 14-day period

6 roads are selected in my experiment, each in a
2-week period. Consider on each day, there is a
total of 144 data, the total number of records is
12096. As can be observed in the graph,
different roads have different average speeds.
For example, the average speed of road 2 and 3
are quicker than that of roads 4 and 5. A clear
pattern can be observed every day with the
average speed fluctuates from highest to lowest.

The graph below illustrates my regression
results using different ML algorithms such as:
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Figure 7. Average speed prediction using
Bagging Tree

Figure 8. Average speed prediction using Ada Boost

Figure 9. Average speed prediction using
Random Forest

Figure 10. Average speed prediction using Gradient
Boosting

Figure 11. Average speed prediction using MLP

Figure 12. Average speed prediction using SVM

Figure 13. Average speed prediction using Linear SVR

Figure 14. Average speed prediction using RNN

Table 1. Accuracies of different machine learning
algorithms I used in predicting traffic

Figure 15. Accuracy of the algorithms

There are 12096 data in my data set including
the average speed of 6 roads. Score 1 is
obtained by using roads 3,4,5,6 as a training set,
and roads 1 and 2 as testing sets. Score 2 is
obtained by using roads 1,2,5 and 6 as training
sets, and road 3 and 4 as testing sets. Score 3 is
obtained by using roads 1,2,3 and 4 as a training
set, and roads 5 and 6 as testing set. Accuracy is
calculated based on mean square error.

Analysis and Evaluation
There is a common trend that score 1 and score
2 are significantly higher than score 3 for every
algorithm. A potential reason for this is because
from figure 5, the average speed for road 5 and
6 are lower than that of road 1, 2, 3. In score 3,
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the model is obtained from training from roads
1,2,3, and 4 which has a much higher average
speed. As a result, these models lack the ability
to provide a better performance in predicting
the average 21 speed on road 5 and 6. Then, by
analysing score 1, the model which obtains the
accuracy from the highest to the lowest is
Linear SVM (92.2%), Bagging Tree(92.1%),
MLP (92.0%), RNN (90.4%), Ada Boost
(89.4%), Gradient Boosting (88.8%), Random
Forest (84.6%) and SVM (58.8). Noticeably, all
the scores are in the range of 80% to 95%,
except SVM which has an extremely low score
of only 58.5%. Observing the prediction graph
of SVM (figure 11), the main drawback of this
model is that it has a poor performance on the
range which has lower speed. For example, the
average speed of road 1 is from 15 to 50, but the
prediction range is from 35 to 50. However,
SVM reaches 91.2% accuracy in score 2, but
again, a really poor prediction in score 3. The
second low prediction score is 84.6% from the
random forest. In figure 8, the prediction result
illustrates a rectangular shape on every extreme
point of a day. This algorithm summarizes the
main feature as straight lines instead of curved
lines. That is the reason why it has a relatively
low performance than the other models.
Visualization is used to help analyse the result
obtained. For example, in the SVM algorithms,
fairly poor accuracy of 58.8% was obtained.

However, by only observing the test accuracy, a
few conclusions can be made on the reason why
this model is deficient. However, by observing
the visualization of this model (figure 11), we
can see that SVM does not have the ability in
predicting lower speeds. By using a similar
method, we can analyse directly why Random
Forest has the second low performance and why
the rest of the models are all fairly accurate.
Finally, considering the rest of the algorithms
(Linear SVM, Bagging Tree, MLP, RNN and
Ada Boost), they demonstrate superior
prediction results, showing great consistency
with the real-world data.

Conclusion
This project focuses on traffic prediction using
data collected from the city of Shenzhen, China,

attempting to provide an approach to addressing
traffic congestion problem in some cities.
Several machine learning algorithms such
Decision Trees, MLP, SVM and RNN are used
to identify traffic patterns based on temporal
features. The result shows an accuracy of over
90% in some superior models. We made the
comparisons of different model using statistical
evaluation and visualization with the fitting
curve. We therefore compared different
algorithms using the limited number of features
but still having relatively acceptable results. In
the regression problem, we found that the basic
score does not give enough information in terms
of how good the model could be. The
information simply collapses too quickly, and
especially in the regression problem, the score
is too abstract for evaluating the overall
performance of each model. Some models could
behave well in certain conditions, while some
models generally behave well enough. When
two models give over 90% scores, we also need
to see which one is better. Therefore, we also
apply visualization to help get more information
and therefore we are able to see at which
segment the curve fits and also at which
segment certain models do not have consistency
or bad performance. We applied this simple
fitting curve to compare the original data and
the predicted curve. Future work can also be
done to improve this visualization design to
help produce more indicative information on
individual model performance, which is,
therefore, part of the VIS4ML workflow.
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